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	1st modified section


[bookmark: _Toc59182690][bookmark: _Toc59184156][bookmark: _Toc59195091][bookmark: _Toc59439517][bookmark: _Toc67989940][bookmark: _Toc145334549][bookmark: _Toc145420992][bookmark: _Toc145421758]5a	Use cases, potential requirements and possible solutions (phase 2)
[bookmark: _Toc145334550][bookmark: _Toc145420993][bookmark: _Toc145421759]5a.1	Management Capabilities for ML training phase
[bookmark: _Toc145334551][bookmark: _Toc145420994][bookmark: _Toc145421760]5a.1.1	Management of Federated Learning
[bookmark: _Toc145334552][bookmark: _Toc145420995][bookmark: _Toc145421761]5a.1.1.1	Description
Federated Learning (FL) is a distributed machine learning approach that allows multiple ML training functions to collaboratively train an ML model on local datasets contained in each ML training function without explicitly exchanging data samples. 
FL is supported by a group of ML training functions, which contains an ML training function acting as FL server and multiple ML training functions acting as FL clients. The FL client keeps the data localized and private, and trains the ML model directly on the local nodes (client) where the data is generated or stored. The FL client reports the local ML model to the FL server at some frequency, and FL server aggregates the local ML models received from FL clients to generate the global ML model and then shares with all FL clients.


Figure 5a.1.1.1-1: Decentralized ML training functions for Federated Learning
[bookmark: _Toc145334553][bookmark: _Toc145420996][bookmark: _Toc145421762]5a.1.1.2	Use cases
[bookmark: _Toc145334554][bookmark: _Toc145420997][bookmark: _Toc145421763]5a.1.1.2.1	Management of different roles in Federated Learning
When FL is used in 5GS, such as by NWDAFs, an ML model is collaboratively trained by a group of ML training functions including one acting as FL server and the others acting as FL clients.
As depicted in figure 5a.1.1.1-1, each ML training function acting as FL client trains the ML model locally using the local date set, and reports the trained local ML model to the ML training function acting as FL server at some frequency. The FL server generates the global ML model by aggregating the received local ML models, and shares the global ML model with all FL clients.
For managing the FL, the ML training MnS consumer needs to know the group of ML training functions involved in the FL, and the role (FL server, FL client) of each ML training functions, so that the consumer understands the impact of ML training function and can manage it correspondingly.
To evaluate the performance of each ML training function and trained ML model, the consumer needs to know the relation between the global ML model and the local ML models, and their training performance. For instance, if an FL server cannot generate a global ML model with better performance than a local ML model for running on a distributed node, the consumer may take some actions to optimize the FL.
The frequency of the ML model exchange between FL client and FL server has impacts not only the model performance but also the energy consumption and resource usage. Therefore, the 3GPP management system needs to allow the consumer to control the frequency of model exchange while monitoring the model performance (in training, testing, emulation and inference phases), energy consumption and resource usage.
[bookmark: _Toc145334555][bookmark: _Toc145420998][bookmark: _Toc145421764]5a.1.1.3	Potential requirements
REQ-FL_MGMT-1: The ML training MnS producer should have a capability allowing the authorized consumer to get the information about whether an ML training function is involved in Federated Learning.
REQ-FL_MGMT-2: The ML training MnS producer should have a capability allowing the authorized consumer to get the role (FL sever or FL client) of an ML training function in Federated Learning.
REQ-FL_MGMT-3: The ML training MnS producer should have a capability allowing the authorized consumer to get the relation between the ML training functions in Federated Learning.
REQ-FL_MGMT-4: The ML training MnS producer should have a capability allowing the authorized consumer to get the information about the local ML models trained by the ML training function acting as FL client.
REQ-FL_MGMT-5: The ML training MnS producer should have a capability allowing the authorized consumer to control the frequency of ML model exchange between the ML training function acting as FL client and ML training function acting as FL server.
REQ-FL_MGMT-6: The ML training MnS producer should have a capability allowing the authorized consumer to get the information about the global ML model generated by the ML training function acting as FL server.
REQ-FL_MGMT-7: The ML training MnS producer should have a capability allowing the authorized consumer to get the information relation between the global ML model and the local ML models.
	End of modified sections
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